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SOLID STATE IMAGING DEVICE, DISTANCE
MEASURING DEVICE, AND DISTANCE
MEASURING METHOD

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is based upon and claims the benefit of
priority from Japanese Patent Application No. 2012-018123,
filed on Jan. 31, 2012; the entire contents of all of which are
incorporated herein by reference.

FIELD

Embodiments disclosed herein relate generally to a solid
state imaging device, a distance measuring device, and a
distance measuring method.

BACKGROUND

A distance measuring device based on a phase difference
detection method is known as an example of a distance mea-
suring device that measures a distance to an object to be
measured. In a phase difference detection method, a phase
difference between object images captured by photographing
the same object at different positions is detected, and a dis-
tance to the object is calculated based on the phase difference.
A solid state imaging device including a charge storage type
photoelectric conversion element is used to capture an object
image. In a distance measuring device using a charge storage
type photoelectric conversion element, if a charge storage
time is not adequately controlled, there is a case where an
output by photoelectric conversion can hardly be obtained, or
a case where an output is saturated with respect to an incident
light amount. In this case, it is difficult to detect an accurate
distance to an object.

Inorderto avoid such a trouble, for example, measures may
be taken to set an optimum storage time to a plurality of
segmented regions and read image data a plurality of times.
For example, as in a focusing device of a camera or the like,
when the speed up of adjustment is required, a distance mea-
suring device needs high-speed distance measurement. A
solid state imaging device including a charge storage type
photoelectric conversion element may promote the speed up
of read processing by allowing output read to be limited to a
portion of segmented regions. On the other hand, since the
solid state imaging device needs to store a charge a plurality
of times, high-speed phase difference detection is difficult.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic diagram illustrating a schematic
configuration of a solid state imaging device according to a
first embodiment;

FIG. 2 is a block diagram illustrating a schematic configu-
ration of a distance measuring device including the solid state
imaging device illustrated in FIG. 1;

FIG. 3 is a diagram describing a configuration of a photo-
electric conversion unit;

FIG. 4 is a diagram describing detection of a phase difter-
ence by a distance measuring device and calculation of a
distance;

FIG. 5 is a diagram describing detection of a phase difter-
ence;

FIG. 6 is a diagram describing an arrangement of pixels
constituting a photoelectric conversion unit;
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FIG. 7 is a diagram describing a relation between a lumi-
nance distribution of an object image and an output by a pixel
with a different charge storage time;

FIG. 8 is a diagram describing output characteristics of a
line sensor in the first embodiment;

FIG. 9 is a diagram describing a specific method of HDR
combination;

FIG. 10 is a block diagram illustrating an example of a
circuit configuration included in an HDR combining unit;

FIG. 11 is a block diagram illustrating an example of a
circuit configuration included in an output adding unit;

FIG. 12 is a diagram illustrating a schematic configuration
of'a photoelectric conversion unit provided at a line sensor in
a solid state imaging device according to a second embodi-
ment;

FIG. 13 is a block diagram illustrating an example of a
circuit configuration included in an HDR combining unit; and

FIG. 14 is a diagram illustrating a schematic configuration
of'a photoelectric conversion unit provided at a line sensor in
a solid state imaging device according to a third embodiment.

DETAILED DESCRIPTION

In general, according to one embodiment, a solid state
imaging device includes a first image sensor, a second image
sensor, and an imaging processing circuit. The first image
sensor captures a first object image. The second image sensor
is provided in parallel with the first image sensor. The second
image sensor captures a second object image. The second
object image has a phase difference with respect to the first
object image. The imaging processing circuit performs signal
processing on an image signal. The image signal is obtained
by capturing the first object image in the first image sensor
and capturing the second object image in the second image
sensor. A plurality of photoelectric conversion units are
arranged in each of the first image sensor and the second
image sensor. All of the photoelectric conversion units of the
first image sensor and the photoelectric conversion units of
the second image sensor are configured to include pixels with
different charge storage times. The imaging processing cir-
cuitincludes an output combining unit. The output combining
unit combines outputs by the pixels with different charge
storage times with respect to each of the photoelectric con-
version units.

Hereinafter, a solid state imaging device, a distance mea-
suring device, and a distance measuring method according to
embodiments will be described in detail with reference to the
accompanying drawings. In addition, the present invention is
not limited by these embodiments.

FIG. 1 is a schematic diagram illustrating a schematic
configuration of a solid state imaging device according to a
first embodiment. FIG. 2 is a block diagram illustrating a
schematic configuration of a distance measuring device
including the solid state imaging device illustrated in FIG. 1.
A distance measuring device 1 is applied, for example, to a
focusing device of a camera or the like.

The distance measuring device 1 includes a lens module 2,
a solid state imaging device 3, and a CPU 4. The lens module
2 receives light from an object to be measured, and forms an
image of the object as an object image. The solid state imag-
ing device 3 converts the light received by the lens module 2
into a signal charge, and captures an object image. The CPU
4 calculates a distance to the object based on a phase differ-
ence of the object image captured by the solid state imaging
device 3. The CPU 4 functions as an operation unit.

The solid state imaging device 3 includes line sensors 11
and 12, a selector 13, and an imaging processing circuit 14.
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The line sensor 11 is a first image sensor capturing a first
object image. The line sensor 12 is provided in parallel with
the line sensor 11. A second object image has a phase differ-
ence with respect to the first object image.

The line sensors 11 and 12 are, for example, complemen-
tary metal oxide semiconductor (CMOS) image sensors.
Instead of CMOS image sensors, charge coupled devices
(CCDs) may be used as the line sensors 11 and 12.

Each of the line sensors 11 and 12 includes a plurality of
photoelectric conversion units 15, a column analog-to-digital
converter (ADC) 17, and a horizontal transfer unit 18. In the
line sensors 11 and 12, a plurality of photoelectric conversion
units 15 are arranged in a horizontal direction. Each of the
photoelectric conversion units 15 includes a plurality of pix-
els 16.

The column ADC 17 converts signals, which are trans-
ferred from the pixel 16 to a vertical read line (not illustrated),
from an analog mode into a digital mode. The horizontal
transfer unit 18 sequentially reads signals that are converted
into a digital mode by the column ADC 17.

The selector 13 sequentially switches an image signal
obtained by capturing the first object image in the line sensor
11 and an image signal obtained by capturing the second
object image in the line sensor 12, and outputs the same to the
imaging processing circuit 14. The imaging processing cir-
cuit 14 performs signal processing on an image signal from
the line sensor 11 and an image signal from the line sensor 12,
and outputs the results to the CPU 4. The imaging processing
circuit 14 includes an HDR combining unit 19 for high
dynamic range (HDR) combination and an output adding unit
20.

The HDR combining unit 19 functions as an output com-
bining unit that combines outputs by pixels with different
charge storage times with respect to each of the photoelectric
conversion units 15. The output adding unit 20 adds outputs
from the HDR combining unit 19 about the respective pixels
16 with respect to each of the photoelectric conversion units
15, as an output of each of the photoelectric conversion units
15.

The solid state imaging device 3 is not limited to the con-
figuration that inputs both an image signal from the line
sensor 11 and an image signal from the line sensor 12 into the
same imaging processing circuit 14. The solid state imaging
device 3 may include an imaging processing circuit 14 cor-
responding to the line sensor 11 and an imaging processing
circuit 14 corresponding to the line sensor 12.

The CPU 4 detects a phase difference between the first and
second object images from an image signal that is signal-
processed by the imaging processing circuit 14. The CPU 4
calculates a distance from the object based on the detected
phase difference.

FIG. 3 is a diagram describing a configuration of the pho-
toelectric conversion unit. A plurality of photoelectric con-
version units 15 provided in the line sensors 11 and 12 are
arranged in an X direction that is a horizontal direction. The
plurality of photoelectric conversion units 15 each include a
plurality of pixels 16 that are arranged in the X direction and
a'Y direction that is a vertical direction.

In the present embodiment, in each of the photoelectric
conversion units 15, pixels 16 are arranged in an array con-
figuration, for example, 5 pixels in the X direction (m=5) and
10 pixels in the Y direction (n=10). It is assumed that the
number of photoelectric conversion units 15 arranged in each
of'the line sensors 11 and 12 is identical. It is assumed that the
number of pixels 16 in each of the photoelectric conversion
units 15 is identical. In addition, it is assumed that the number
“m” of pixels 16 arranged in the X direction in the photoelec-
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tric conversion unit 15 may be at least 1 and the number “n”
of pixels 16 arranged in the Y direction in the photoelectric
conversion unit 15 may be at least 2, and they may be changed
appropriately.

With respect to the respective lines constituted by pixels 16
arranged in parallel to the X direction in each of the photo-
electric conversion units 15, the solid state imaging device 3
performs control such that the charge storage times alternate,
for example, between A and A/2.

FIG. 4 is a diagram describing the detection of a phase
difference by the distance measuring device and calculation
of a distance. The distance measuring device 1 measures a
distance from an observation point to an object 25, for
example, by a triangulation distance measuring method that
will be described below.

The lens module 2 includes a first imaging lens 21 and a
second imaging lens 22. The first imaging lens 21 is provided
to face the line sensor 11. The second imaging lens 22 is
provided to face the line sensor 12. The first imaging lens 21
and the second imaging lens 22 are arranged in a vertical
direction with respect to an optical axis 23 of the first imaging
lens 21 and an optical axis 24 of the second imaging lens 22.

The first imaging lens 21 receives light from the object 25
to be measured, and enters the light into the line sensor 11.
The first imaging lens 21 forms a first object image, which is
an image of the object 25, on the line sensor 11.

The second imaging lens 22 receives light from the object
25 to be measured, and enters the light into the line sensor 12.
The second imaging lens 22 forms a second object image,
which is an image of the object 25, on the line sensor 12.

When it is assumed that the object 25 is at infinity, the first
objectimage is formed on the optical axis 23 in the line sensor
11 and the second object image is formed on the optical axis
24 in the line sensor 12. When it is assumed that the object 25
is at a finite distance or at a medium or short distance, the first
objectimage is formed on the optical axis 23 in the line sensor
11, whereas the second object image is formed at a deviated
position by a phase difference o with respect to the optical
axis 24 in the line sensor 12.

The CPU 4 performs an operation for converting the phase
distance o into an actual distance. A triangle having sides
corresponding to a distance L.C and a length k between the
optical axes 23 and 24 and a triangle having sides correspond-
ing to a focal distance fand the phase difference o are similar
in figure to each other. Therefore, the distance L.C is obtained
by Equation (1) below.

LC=fxk/a M

Since both the length k and the focal distance f are values
fixed by the configuration of the lens module 2, the CPU 4
may calculate the distance LC by obtaining the phase differ-
ence o and substituting the obtained phase difference o into
Equation (1).

FIG. 5 is a diagram describing the detection of a phase
difference. The CPU 4 detects, for example, how many output
groups 1F to 11 from the photoelectric conversion units 15 of
areference region 26 in the line sensor 11 are deviated in units
of the photoelectric conversion units 15 in an output of the
line sensor 12.

The CPU 4 refers to an output group 1D to 1G of the line
sensor 12 in a region 27-1 located at the same position as the
reference region 26 in the line sensor 11. The CPU 4 com-
pares the output group 1F to 11 from the line sensor 11 and the
output group 1D to 1G of the line sensor 12 with respect to
each of the photoelectric conversion units 15, and obtains
differences of the outputs of the respective photoelectric con-
version units 15. The CPU 4 sums up absolute values of the
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differences obtained with respect to the respective photoelec-
tric conversion units 15. The CPU 4 retains the sum result as
an evaluation value for detecting a deviation of the object
image.

Next, the CPU 4 refers to an output group 1E to 1H of the
line sensor 12 in a region 27-2 that is shifted by one photo-
electric conversion unit 15 from the region 27-1. The CPU 4
obtains differences of the outputs of the respective photoelec-
tric conversion units 15 with respect to the output group 1F to
11 from the line sensor 11 and the output group 1E to 1H of the
line sensor 12. The CPU 4 sums up absolute values of the
differences obtained with respect to the respective photoelec-
tric conversion units 15, as an evaluation value. In this way,
the CPU 4 obtains an evaluation value while shifting the
region referring to the output group in the line sensor 12.

With respect to the line sensors 11 and 12, when the outputs
of the respective photoelectric conversion units 15 are iden-
tical, the evaluation value is theoretically zero. When the
evaluation value is zero, a deviation amount between the
reference region 26 in the line sensor 11 and the region in the
line sensor 12 referring to the output corresponds to the phase
difference o.. However, since an actual evaluation value is
slightly greater than zero due to the influence of a noise or the
like, the CPU 4 determines the deviation amount correspond-
ing to the minimum evaluation value as the phase difference
a. In addition, in the region 27-1 located at the same position
as the reference region 26 of the line sensor 11, when the
evaluation value is minimized, no phase difference occurs
and the object 25 is present at infinity.

In an example illustrated in FIG. 5, in the reference region
26 of the line sensor 11 and a region 27-3 of the line sensor 12
that is shifted by two photoelectric conversion units 15 from
the region 27-1, the output group 1F to 11 is identical, and the
evaluation value is minimized. In this case, the phase differ-
ence a is a length of two photoelectric conversion units 15.

In addition, the CPU 4 is not limited to the case of detecting
the phase difference o in units of the length of the photoelec-
tric conversion unit 15. The CPU 4 may be configured to
detect a deviation smaller than the length of the photoelectric
conversion unit 15, as the phase difference a.. For example,
the CPU 4 may obtain a deviation amount when the evalua-
tion value is minimized by linear interpolation using the
smallest two values among the respective evaluation values,
as the phase difference a.. The CPU 4 may be configured to
calculate the phase difference o by using any one of the
conventional correlation operation and interpolation opera-
tion.

In the present embodiment, the solid state imaging device
3 obtains the output of the photoelectric conversion unit 15 by
using the outputs by mxn pixels 16 constituting the photo-
electric conversion unit 15.

FIG. 6 is a diagram describing an arrangement of pixels
constituting the photoelectric conversion unit. The solid state
imaging device 3 can implement HDR by a configuration in
which all of the respective photoelectric conversion units 15
of'the line sensors 11 and 12 include pixels 16-1 and 16-2 with
different charge storage times.

The pixel 16-1 is defined as, for example, a first pixel that
is setto have a charge storage time A. The pixel 16-2 is defined
as, for example, a second pixel that is set to have a charge
storage time A/2 that is equal to half of the charge storage time
A of the pixel 16-1. A line 31 includes pixels 16-1 that are
arranged in parallel in the X direction. A line 32 includes
pixels 16-2 that are arranged in parallel in the X direction.

The lines 31 and 32 are arranged alternately in the'Y direc-
tion. The solid state imaging device 3 drives the line sensors
11 and 12 by alternating the charge storage times between A
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6

and A/2 according to the arrangement of the lines 31 and 32.
In addition, instead of having different charge storage times
for the respective lines in the X direction, the photoelectric
conversion unit 15 may have different charge storage times
for the respective columns in the Y direction.

FIG. 7 is a diagram describing a relation between a lumi-
nance distribution of an object image and an output by a pixel
with a different charge storage time. A vertical axis of each
graph illustrated in FIG. 7 represents a luminance, and a
horizontal axis of the graph represents a position in an object
image. For example, an object image has a luminance distri-
bution illustrated in an upper portion of FIG. 7.

A middle portion of FIG. 7 illustrates a case where an
objectimage having a luminance distribution illustrated in the
upper portion is detected using a pixel with a long charge
storage time. In this case, a low-luminance portion of the
object image can be detected with high sensitivity. On the
other hand, with respect to a high-luminance portion, the
saturation of a signal output with respect to an incident light
amount may occur in, for example, a predetermined lumi-
nance [ or more. When such an output saturation occurs, it is
difficult for the distance measuring device 1 to measure a
distance accurately.

A lower portion of FIG. 7 illustrates a case where an object
image having a luminance distribution illustrated in the upper
portion is detected using a pixel with a short charge storage
time. In this case, with respect to a high-luminance portion of
the object image, the output saturation hardly occurs. On the
other hand, with respect to a low-luminance portion, since an
output level is further lowered, a signal-to-noise ratio (SNR)
is worsened. Regarding the distance measuring device 1, a
detection accuracy of a phase difference is lowered by the
worsened SNR.

FIG. 8 is a diagram describing output characteristics of the
line sensor in a first embodiment. A vertical axis of a graph
illustrated in FIG. 8 represents an output, and a horizontal axis
of the graph represents a luminance. With respect to a low-
luminance portion, since the ratio of an output to an incident
light amount in the pixel 16-1 with a charge storage time A
(long time) is higher than that in the pixel 16-2 with a charge
storage time A/2 (short time), luminance information with a
good contrast can be obtained. Regarding the pixel 16-1,
since an output is saturated in a predetermined luminance L or
more, only a constant output S can be obtained even when the
luminance increases. Unlike the pixel 16-1, the pixel 16-2
does not generate the output saturation under a normal illu-
minance environment and can obtain an output correspond-
ing to an incident light amount.

The imaging processing circuit 14 obtains an output of the
photoelectric conversion unit 15 by using an output of the
pixel 16-1 with respect to a portion in which a luminance is
lower than or equal to L, and using an output of the pixel 16-2
with respect to a portion in which a luminance is higher than
L. The solid state imaging device 3 can perform HDR imag-
ing by combining, inthe HDR combining unit 19, an output of
the pixel 16-1 with respect to a low-luminance portion and an
output of the pixel 16-2 with respect to a high-luminance
portion.

The HDR combining unit 19 multiplies (in this example,
doubling) the output of the pixel 16-2 by a gain in accordance
with the output of the pixel 16-1, and combines the outputs of
the pixels 16-1 and 16-2. The solid state imaging device 3 can
obtain a double dynamic range by setting different charge
storage times A and A/2 with respect to the pixels 16-1 and
16-2 having the same sensitivity.

In addition, when a resolution in typical AD conversion is
10 bits, an output of the imaging processing circuit 14
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becomes 11 bits through HDR combination. The imaging
processing circuit 14 may convert the signal into the number
of'bits before HDR combination by performing compression
processing on an HDR-combined signal. As a result, the CPU
4 can apply the same operation processing as in the conven-
tional case of not performing HDR combination. Without
performing such compression processing, the imaging pro-
cessing circuit 14 may input a signal with the increased num-
ber of bits into the CPU 4.

FIG. 9 is a diagram describing a specific method of HDR
combination. The HDR combining unit 19 combines the out-
put of the pixel 16-1 and the double of the output of the pixel
16-2. Also, for example, it is assumed that the output satura-
tion has already occurred at five pixels 16-1 inaline 31, which
are represented in white color in FIG. 9.

With respect to the pixel 16-1 that is a saturated pixel in
which the output saturation with respect to an incident light
amount occurs, the HDR combining unit 19 interpolates an
output by using the detection result by the pixel 16-2. In this
case, with respect to each pixel 16-1 that is a saturated pixel,
the HDR combining unit 19 averages the outputs of two pixels
16-2 located over and under the pixel 16-1, and also perform
adoubling operation. In this way, the HDR combining unit 19
interpolates an output with respect to each pixel 16-1 in which
the saturation occurs. In addition, an operation for interpola-
tion of an output with respect to the pixel 16-1 is not limited
to a case according to this example, but may be performed by
any technique.

The distance measuring device 1 can perform accurate
distance measurement by suppressing the output saturation
with respect to an incident light amount by HDR combination
in the solid state imaging device 3. Also, the distance mea-
suring device 1 can obtain luminance information with high
sensitivity even in the case of a low luminance and can detect
a phase difference with high accuracy.

FIG. 10 is a block diagram illustrating an example of a
circuit configuration included in the HDR combining unit.
The HDR combining unit 19 includes selectors 41 and 42,
line memories (1H) 43 and 44, a saturation determining unit
45, and a line counter 46.

The line counter 46 outputs a signal indicating from which
of the lines 31 and 32 a signal 47 input into the HDR com-
bining unit 19 is output. When the signal 47 is an output from
the line 31, the line counter 46 outputs, for example, “0”.
When the signal 47 is an output from the line 32, the line
counter 46 outputs, for example, “1”. The output from the line
counter 46 is considered as a selection control input signal in
the selector 41.

A signal 47 that is multiplied by a gain N and a signal 47
that is not multiplied by the gain N are input into the selector
41. When a selection control input signal “0” is input, the
selector 41 selects the signal 47 that is not multiplied by the
gain N. When a selection control input signal “1” is input, the
selector 41 selects the signal 47 that is multiplied by the gain
N. As aresult, the HDR combining unit 19 adjusts the level of
an output from the pixel 16-1 with a charge storage time A and
the level of an output from the pixel 16-2 with a charge storage
time A/2. In this example, it is assumed that N=2.

The line memories 43 and 44 delay a signal from the
selector 41 by one line. With respect to a signal read from the
line memory 43, the saturation determining unit 45 performs
saturation determination to determine whether the output
saturation with respect to an incident light amount occurs in
the pixel 16. The saturation determining unit 45 determines
the occurrence/non-occurrence of a saturation by comparing
a signal read from the line memory 43 with a predetermined
saturation determination threshold value 48.
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When determining the occurrence of a saturation, the satu-
ration determining unit 45 outputs a signal indicating such
information, for example, “1” as a determination result.
When determining the non-occurrence of a saturation, the
saturation determining unit 45 outputs a signal indicating
such information, for example, “0” as a determination result.

The determination result by the saturation determining unit
45 is input into the selector 42 as a logical product with an
inverted signal of a signal from the line counter 46. The
inverted signal ofthe signal from the line counter 46 indicates
from which of the lines 31 and 32 the signal read from the line
memory 43 is output.

As aresult, when the signal read from the line memory 43
is an output from the line 31 and the saturation occurs in the
pixel 16-1, “1” is input into the selector 42. When the signal
read from the line memory 43 is an output from the line 31 and
no saturation occurs in the pixel 16-1, “0” is input into the
selector 42. In addition, when the signal read from the line
memory 43 is an output from the line 32, “0” is input into the
selector 42. These signals are considered as a selection con-
trol input signal in the selector 42.

The HDR combining unit 19 adds the undelayed signal
from the selector 41 and the signal read from the line memory
44, and also multiplies the addition result by '3, thereby
obtaining an average value of both the signals. This average
value and the signal read from the line memory 43 are input
into the selector 42.

When a selection control input signal “1” is input, the
selector 42 selects an average value of the signal from the
selector 41 and the signal read from the line memory 44. As a
result, with respect to a pixel 16-1 that is a saturated pixel, the
HDR combining unit 19 interpolates the output by perform-
ing substitution into an average value of the outputs from two
pixels 16-2 located over and under the pixel 16-1.

When a selection control input signal “0” is input, the
selector 42 selects the signal read from the line memory 43.
As a result, the HDR combining unit 19 outputs the signals
from the pixels 16-1 and 16-2 in which no saturation occurs,
without performing interpolation.

The HDR combining unit 19 outputs the signal selected by
the selector 42. In this way, the HDR combining unit 19
combines the outputs by the pixels 16-1 and 16-2. In addition,
the HDR combining unit 19 is not limited to a case where
substitution into an average value of the outputs from two
adjacent pixels 16-2 is performed with respect to a pixel 16-1
that is a saturated pixel. The HDR combining unit 19 may
interpolate the output by any technique with respect to a pixel
16-1 that is a saturated pixel.

For example, the HDR combining unit 19 may perform
substitution into an output from one of two adjacent pixels
16-2 with respect to a pixel 16-1 in which the saturation
occurred. In this case, the HDR combining unit 19 enables
interpolation by a simple operation, thereby achieving a
small-sized circuit configuration.

The imaging processing circuit 14 may perform compres-
sion processing on the signal output from the HDR combin-
ing unit 19. For example, the above-described HDR combin-
ing unit 19 increases a digital range by one bit. The imaging
processing circuit 14 performs compression processing, for
example, by using a gamma conversion circuit.

FIG. 11 is a block diagram illustrating an example of a
circuit configuration included in the output adding unit. The
output adding unit 20 adds a signal that is input from the HDR
combining unit 19 and is delayed in a line memory 51, and an
undelayed signal. The output adding unit 20 adds the outputs
of'the pixels 16-1 and 16-2 with respect to a vertical direction
according to a vertical count from a control counter 52. The
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output adding unit 20 also adds outputs with respect to a
horizontal direction according to a horizontal count from the
control counter 52. The output adding unit 20 outputs the
addition result as an output of each photoelectric conversion
unit 15.

In this manner, the distance measuring device 1 can accu-
rately measure a distance to the object 25 by HDR combina-
tion in the solid state imaging device 3. Also, the distance
measuring device 1 can perform high-speed phase difference
detection as compared to a case where the solid state imaging
device 3 requires charge storage a plurality of times. The
distance measuring device 1 can measure a distance to an
object accurately and rapidly by applying the solid state
imaging device 3.

FIG. 12 is a diagram illustrating a schematic configuration
of'a photoelectric conversion unit provided at a line sensor in
a solid state imaging device according to a second embodi-
ment. As in the first embodiment, a solid state imaging device
according to the present embodiment is applied to the dis-
tance measuring device 1 (see FIG. 2). The same symbols will
be used to denote the same units as in the first embodiment,
and redundant descriptions will not be made appropriately.

In the solid state imaging device according to the second
embodiment, a photoelectric conversion unit 60 includes four
lines 61-1, 61-2, 61-3, and 61-4 that have different charge
storage times and are periodically arranged in parallel. In the
photoelectric conversion unit 60, pixels 16 are arranged in an
array configuration, for example, 12 pixels in an X direction
(m=12) and 12 pixels in a Y direction (n=12).

With respect to the respective lines constituted by pixels 16
arranged in parallel to the X direction, the solid state imaging
device performs control such that the charge storage times
periodically change, for example, between A, A/2, A/4, and
A/8. The line 61-1 is defined as a line that is set to have a
charge storage time A. The line 61-2 is defined as a line that is
set to have a charge storage time A/2. The line 61-3 is defined
as a line that is set to have a charge storage time A/4. The line
61-4 is defined as a line that is set to have a charge storage time
A/8.

FIG. 13 is a block diagram illustrating an example of a
circuit configuration included in an HDR combining unit. An
HDR combining unit 62 multiplies (in this example, dou-
bling, quadrupling, and octupling) the outputs ofthe pixels 16
of'the lines 61-2, 61-3, and 61-4 by a gain in accordance with
the outputs of the pixels 16 of the line 61-1, and combines the
outputs of the respective lines 61-1 to 61-4. The solid state
imaging device according to the second embodiment can
obtain up to an octupled dynamic range by setting different
charge storage times A, A/2, A/4, and A/8 to the respective
lines 61-1 to 61-4 with respect to the pixels 16 having the
same sensitivity.

With respect to a signal input into the HDR combining unit
62, a saturation determining unit 63 performs saturation
determination to determine whether the output saturation
with respect to an incident light amount occurs in the pixel 16.
The saturation determining unit 63 determines the occur-
rence/non-occurrence of a saturation by comparing a signal
input into the HDR combining unit 62 with a predetermined
saturation determination threshold value 48. When determin-
ing the non-occurrence of a saturation, the saturation deter-
mining unit 63 outputs a signal as a saturation determination
target.

With respect to signals that are input from the lines 61-2,
61-3, and 61-4 and are determined to have no occurrence of a
saturation, the HDR combining unit 62 multiplies (in this
example, doubling, quadrupling, and octupling) the signals
by a gain. According to a vertical count from a control counter
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10
65, the HDR combining unit 62 identifies from which of the
lines 61-1 to 61-4 the signal input into the HDR combining
unit 62 is output, and multiplies a gain appropriately.

In addition, the HDR combining unit 62 adds a signal
delayed in a line memory 64 and an undelayed signal. In the
second embodiment, the HDR combining unit 62 performs
the same addition processing as the output adding unit 20 in
the first embodiment (see FIG. 1).

When no saturation occurs in the pixels 16 of the line 61-1
with the charge storage time A, the HDR combining unit 62
includes the respective outputs of the charge storage times A,
A/2, A/4, and A/8 in an addition target. When the saturation
occurs in the pixels 16 of the line 61-1 with the charge storage
time A and no saturation occurs in the pixels 16 of the line
61-2 with the charge storage time A/2, the HDR combining
unit 62 includes the respective outputs of the charge storage
times A/2, A/4, and A/8 in an addition target.

When the saturation occurs in the pixels 16 of the lines 61-1
and 61-2 with the charge storage times A and A/2 and no
saturation occurs in the pixels 16 of the line 61-3 with the
charge storage time A/4, the HDR combining unit 62 includes
the respective outputs of the charge storage times A/4 and A/8
in an addition target. When the saturation occurs in the pixels
16 of the lines 61-1, 61-2, and 61-3 with the charge storage
times A, A/2, and A/4, the HDR combining unit 62 includes
the output of the charge storage time A/8 in an addition target.
The HDR combining unit 62 adds the outputs of the pixels 16
according to a vertical count from the control counter 65. The
HDR combining unit 62 outputs the addition result as an
output of each photoelectric conversion unit 60.

The HDR combining unit 62 applies and outputs, for
example, a predetermined value with respect to the pixel 16 in
which the saturation occurred. The HDR combining unit 62
can simplify a circuit configuration by applying a predeter-
mined value to the pixel 16 in which the saturation occurred.
With respect to the pixel 16 in which the saturation occurred,
the HDR combining unit 62 may perform predetermined
interpolation processing, for example, an operation of aver-
aging the outputs of adjacent pixels 16.

As in the first embodiment, in the second embodiment, the
distance measuring device 1 can measure a distance to an
object accurately and rapidly. In the present embodiment,
charge storage times corresponding to an extensive lumi-
nance range are set and unsaturated outputs are used, thereby
enabling high-accuracy distance measurement by signals of a
wide dynamic range.

In addition, the photoelectric conversion unit 60 is not
limited to the case of a configuration in which four lines with
different charge storage times are arranged in parallel. The
photoelectric conversion unit 60 may have a configuration in
which a plurality of lines with different charge storage times
are arranged in parallel, and the configuration may be modi-
fied appropriately.

FIG. 14 is a diagram illustrating a schematic configuration
of'a photoelectric conversion unit provided at a line sensor in
a solid state imaging device according to a third embodiment.
As in the first embodiment, a solid state imaging device
according to the present embodiment is applied to the dis-
tance measuring device 1 (see FIG. 2). The same symbols will
be used to denote the same units as in the first embodiment,
and redundant descriptions will not be made appropriately.

In the solid state imaging device according to the third
embodiment, a photoelectric conversion unit 70 includes two
lines 31 and 32 that have different charge storage times and
are alternately arranged in parallel. In the photoelectric con-
version unit 70, pixels 16 are arranged in an array configura-
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tion, for example, 12 pixels in an X direction (m=12) and 12
pixels in aY direction (n=12).

A line sensor includes a switch 71 for thinned-out driving
in each set of lines 31 and 32. The switch 71 switches driving
of the lines 31 and 32 and stop of the driving. In the photo-
electric conversion unit 70, for example, a set of lines 31 and
32 with a switch 71 and a set of lines 31 and 32 without a
switch 71 are alternately arranged in the Y direction. The
switch 71 switches ON and OFF according to a switching
drive signal 72.

The solid state imaging device switches the switch drive
signal 72, for example, according to a condition in measure-
ment. For example, in a situation requiring detailed distance
measurement, the solid state imaging device turns on each
switch 71. As a result, the distance measuring device 1 can
perform high-accuracy distance measurement.

For example, in normal measurement except a case where
detailed measurement is required, the solid state imaging
device turns off each switch 71 to perform thinned-out driving
of the line sensor. Since an operation amount in an imaging
processing circuit is reduced by the thinned-out driving, the
distance measuring device 1 can perform high-speed distance
measurement. As in the first embodiment, in the third
embodiment, the distance measuring device 1 can measure a
distance to an object accurately and rapidly.

In the solid state imaging device, the switch 71 may be
provided for at least one of the lines constituting the photo-
electric conversion unit 70. The distance measuring device 1
can switch driving and stop of the driving with respect to at
least one of the lines constituting the photoelectric conversion
unit 70, thereby achieving the effect of speeding up the mea-
surement.

While certain embodiments have been described, these
embodiments have been presented by way of example only,
and are not intended to limit the scope of the inventions.
Indeed, the novel embodiments described herein may be
embodied in a variety of other forms; furthermore, various
omissions, substitutions and changes in the form of the
embodiments described herein may be made without depart-
ing from the spirit of the inventions. The accompanying
claims and their equivalents are intended to cover such forms

or modifications as would fall within the scope and spirit of

the inventions.

What is claimed is:

1. A distance measuring device comprising:

a first line sensor configured to detect a first object image,
the first line sensor including photoelectric conversion
units being arranged in a horizontal direction;

a second line sensor configured to detect a second object
image, the second line sensor including photoelectric
conversion units being arranged in a horizontal direc-
tion;

an imaging processing circuit configured to process signals
from the first line sensor and the second line sensor; and

a CPU being input a signal that is processed by the imaging
processing circuit, the CPU configured to calculate a
distance to an object to be measured based on a phase
difference between the first object image and the second
object image,

wherein each of the photoelectric conversion units of the
first line sensor and the second line sensor includes a grid
of pixels, a charge storage time of each pixel in a com-
mon horizontal row of the grid of pixels is equal, and the
charge storage time of pixels in any two consecutive
horizontal rows of the grid of pixels is different, and
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the imaging processing circuit includes:

an output combining unit configured to combine a signal of
a pixel in a first row and a signal of a pixel in a second
row; and

an output adding unit configured to add signals from the
output combining unit with respect to pixels arranged in
a photoelectric conversion unit and to output a signal of
each of the photoelectric conversion units.

2. The distance measuring device according to claim 1,

wherein the first row and the second row are arranged
alternately in the vertical direction.

3. The distance measuring device according to claim 2,

wherein the output combining unit interpolates a signal for
a saturated pixel by using a signal of'a second pixel that
is adjacent to the saturated pixel, the saturated pixel
being a first pixel in which an output saturation with
respect to an incident light amount occurs, the first pixel
being a pixel located in the first row, the second pixel
being a pixel located in the second row.

4. The distance measuring device according to claim 3,

wherein the output combining unit calculates an average
value of signals of two second pixels as the signal for the
saturated pixel, the two second pixels being adjacent to
the saturated pixel.

5. The distance measuring device according to claim 3,

wherein the output combining unit outputs a signal of one
of two second pixels as the signal for the saturated pixel,
the two second pixels being adjacent to the saturated
pixel.

6. The distance measuring device according to claim 1,

wherein each of the photoelectric conversion units of the
first line sensor and the second line sensor includes a
plurality of rows, each of the rows having pixels
arranged in a horizontal direction, charge storage times
of the rows being different from each other, and

the rows include the first row and the second row.

7. The distance measuring device according to claim 3,

wherein the output combining unit outputs a signal of a
predetermined value as the signal for the saturated pixel.

8. The distance measuring device according to claim 1,

wherein each of the first line sensor and the second line
sensor includes a switch provided at at least one of the
rows, each of the rows having pixels arranged in a hori-
zontal direction, and

the switch is configured to switch between driving the
pixels and stopping the driving.

9. The distance measuring device according to claim 1,

wherein the CPU is configured to:

compare signals of an output group from the first line
sensor and signals of an output group from the second
line sensor with respect to each of the photoelectric
conversion units;

obtain differences of outputs of the respective photoelec-
tric conversion units; and

calculate an evaluation value for detecting the phase dif-
ference, the evaluation value being a sum of the differ-
ences that is obtained.

10. A distance measuring method comprising:

detecting first object image by a first line sensor including
photoelectric conversion units arranged in a horizontal
direction;

detecting a second object image by a second line sensor
including photoelectric conversion units arranged in a
horizontal direction, each of the photoelectric conver-
sion units of the first line sensor and the second line
sensor including a grid of pixels, a charge storage time of
each pixel in a common horizontal row of the grid of
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pixels is equal, and the charge storage time of pixels in
any two consecutive horizontal rows of the grid of pixels
is different;

combining a signal of a pixel in a first row and a signal of
a pixel in a second row;

adding signals with respect to pixels arranged in a photo-
electric conversion unit;

obtaining a phase difference between the first object image
and the second object image based on a signal of each of
the photoelectric conversion units; and

calculating a distance to an object to be measured based on
the phase difference.

11. The distance measuring method according to claim 10,

wherein

a signal for a saturated pixel is interpolated by using a
signal of a second pixel that is adjacent to the saturated
pixel, the saturated pixel being a first pixel in which an
output saturation with respect to an incident light
amount occurs, the first pixel being a pixel located in the
first row, the second pixel being a pixel located in the
second row.

12. The distance measuring method according to claim 10,

wherein each of the photoelectric conversion units of the
first line sensor and the second line sensor includes a
plurality of rows, each of the rows having pixels

14

arranged in a horizontal direction, charge storage times
of the rows being different from each other, the rows
including the first row and the second row, and

a signal for a saturated pixel is interpolated by using a
signal of a pixel that is adjacent to the saturated pixel, the
saturated pixel being a pixel in which an output satura-
tion with respect to an incident light amount occurs.

13. The distance measuring method according to claim 10,

further comprising:

switching between driving pixels and stopping the driving
with respect to atleast one of rows in each of the first line
sensor and the second line sensor, each of the rows
having pixels arranged in a horizontal direction.

14. The distance measuring method according to claim 10,

15 further comprising:

comparing signals of an output group from the first line
sensor and signals of an output group from the second
line sensor with respect to each of the photoelectric
conversion units;

obtaining differences of outputs of the respective photo-
electric conversion units; and

calculating an evaluation value for detecting the phase
difference, the evaluation value being a sum of the dif-
ferences that is obtained.
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